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CHAPTER 1

Introduction

The idea of image colorization is nearly, if not as old as the existence of photography. Stretching all the way back to Isenring’s hand-coloring of daguerreotypes [10]. Though today we have color photography, there are still artists that hand-color black and white photographs. These artists argue that bringing color to old black and white pictures allows modern people to associate more with the subject of a picture [23]. There is some controversy regarding this, as some people argue that black and white images are composed in the way they are partially because of the fact that they are colorless, and by colorizing them some of the artistic merit is lost [18]. Regardless of this, when we take into account the more recent context of images used in machine learning, we find a few more tangible uses.

There are numerous machine-learning-based image classifiers used today, however most of these classifiers work best on colored images. As stated in [25], when classifying the 10 thousand images in the ImageNet validation set, the standard VGG-16 network [22] finds the correct classification as its top classification 68.3% of the time. When those same images are changed to black and white and fed to the same network, accuracy drops to 52.7% [25]. Theoretically, by colorizing a black and white image, would would improve its chances of being classified correctly [25].

Consider also that space constraints continue to be an issue, especially when it comes to image and video data. If an image can be stored in black and white, and
a colorization function run on it to restore it to its original version, then the storage requirements for that image could be reduced.

In this thesis, I explore the constraints of an existing colorization system \cite{25}, made to produce plausible hallucinations. I explore how modifications to the training, and the network affect the performance of the system. I then explore different priors and the types of effects they produce in the system’s output.
CHAPTER 2

Definitions

2.1. Lab Color Model

There are many different systems used to encode color information in digital images and videos. The most familiar color models are RGB (red, green, blue), the model used to display colors on most computers, and CMYK (cyan, magenta, yellow, black) which is used in most printers. In this case specifically, we are using the CIELAB color model, commonly referred to as Lab, (lightness, a-channel, b-channel). The Lab color model covers a broader range of colors than RGB [6], and, like the eye [16], it has a separate channel for brightness, completely separate from the channels used for colors [6]. This brightness channel is the L channel in Lab, and the a and b channels represent a sliding scale from red to green and blue to yellow respectively, as shown in figure 2.1 [15]. In Lab, L values have the range [0, 100], while the a and b channels have values in a range of approximately (-110, 100), where the actual range in the gamut changes depending on the L channel. This is demonstrated in figure 3.2, where we can see that the available a and b values when L is in the range [0, 25] is significantly different from the possible values when L is in the range [50, 75]. We use the Lab color model because it conveniently provides a single value per pixel in a black and white image, the L channel. We can then produce and overlay a and b values to get a colorized image.
2.2. Artificial Neural Networks

Artificial neural networks are, very generally, a series of transformation functions. They take in some input, $x$, put it through a series of mathematical functions, $f$, and get an output, $y$, which can represent any number of things. Rewritten this gives us $y = f(x)$. In practice they are quite a bit more complicated, but this provides a simpler picture to work off of.

2.2.1. Neurons. To be more specific, we can start by considering just one neuron of the network. A neuron in the human brain very generally works by first taking in a large number of inputs from its dendrites. When the power of these combined input signals pushes above a specific threshold, the neuron fires its own signal down its axon and fires this signal towards the next neurons in the network. Again, the reality is much more complicated than described here, but this gives an idea of what a neuron in an artificial neural network is doing. An artificial neuron takes in a set of
inputs, say \( a_1 \) and \( a_2 \). Each input value is multiplied with some weight, \( w_x \), to give each input a final value of \( w_x a_x \). These values are summed, and a bias term is then added. Finally, some function, \( f \), is applied to this value, giving the final equation

\[
y = f\left(\sum_x w_x a_x + b\right)
\]

The result, \( y \), is then treated as an input for the next neuron or neurons in the sequence.

Generally, we see more than one neuron, arranged into a network, such as the one shown figure 2.5. In a network such as this, it is the weights, represented here by solid arrows, that are changed as the network searches for a solution.

\textbf{2.2.2. Activation Functions.} As mentioned previously, when calculating the value of a neuron, a function is applied to the sum of a bias value and each weight multiplied by its corresponding input value. This function is generally called an activation function.
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There are any number of activation functions, most trying to mimic the way that
neurons fire. That is to say, having a steep slope once the input value hits a certain
number. One popular function is the rectified linear unit, or ReLU, which is defined

\[ f(x) = \max(0, x) \]

In this case, the ”threshold” after which the neuron ”fires” is when \( f(x) \) becomes
positive.

Other popular functions include the scaled exponential linear unit, or SELU, de-
d\n\[ f(x) = \lambda \begin{cases} 
  x & \text{if } x > 0 \\
  \alpha e^x - \alpha & \text{if } x \leq 0
\end{cases} \]
sigmoid, defined

\[ f(x) = \frac{1}{1 + e^{-x}} \]
and tanh, defined

\[ f(x) = \frac{2}{1 + e^{-2x}} - 1 \]

2.3. Gradient Descent

Changes to the weights of a neural network are made using a number of different
processes, the most common being gradient descent. Put simply, once a neural net-
work makes a guess at a solution given an input, we find the difference, called loss,
between this guess and the true solution. Gradient descent takes this loss value and
changes the weights of the network slightly so that, should the same inputs be given
to the network again, the loss would decrease. That is to say, the proposed solution
would be slightly closer to the true solution.
Figure 2.3 is an example of a very simple neural network. In it, the weights being trained are $w_1$, $w_2$, and $w_3$. Suppose that we randomly initialize the weights of the network to be $w_1 = 1$, $w_2 = 2$, and $w_3 = 1$. Let us then say that we give the network input values of $a = 5$, $b = 2$, and $c = 3$, and that the correct output is 10. When we give our inputs to the network, it will propose a solution based on its current weights.

\[ y_1 = w_1 a + w_2 b = 1 \times 5 + 2 \times 2 = 9 \]
\[ y_2 = w_3 c = 1 \times 3 = 3 \]
\[ z = y_1 - y_2 = 9 - 3 = 6 \]

The difference, $L$, between the correct value and the guess our neural network made is $L = |10 - 6| = 4$. We want this loss to be as low as possible, so, in this case, we need to increase our output of 6. Remember that a derivative $\frac{ds}{dt}$ finds the change in $ds$ given a positive change in $dt$. Therefore, if we find each derivative $\frac{dL}{dw_x}$ for $x \in 1, 2, 3$ then we can find what change in each $w_x$ will cause a positive change in the loss.

\[ \frac{dL}{dw_1} = \frac{d}{dw_1} (10 - (w_1 a + w_2 b - w_3 c)) = -a \]
For $w_1$ and $w_2$ we get a negative slope. Since we want to decrease the loss, we want to increase the weights slightly. On the other hand, $w_3$ has a negative slope so we want to decrease it slightly. Usually, we would handpick a value beforehand, called the learning rate, and multiply that value by $-1 \times \frac{dL}{dw_x}$ to get the amount by which $w_x$ is changed. This can be represented by the following equation, where $\eta$ is the learning rate,

$$w_x = w_x - \eta \times \frac{dL}{dw_x}$$

In this case, let’s just change each weight by .25. This leaves us with $w_1 = 1.25$, $w_2 = 2.25$, and $w_3 = .75$. If we recalculate the output from our neural network with our updated weights, we get a much closer number to the desired output of 10.

$$z = w_1a + w_2b - w_3c = 1.25 \times 5 + 2.25 \times 2 - .75 \times 3 = 8.5$$
Consider for a moment that the way gradient descent works is similar to a ball rolling down a hill. The ball will roll in the direction of the steepest downward slope, only stopping when it no longer has a downward slope to roll down. The elevation of the land is equivalent to the loss, and each update of the weights that decreases the loss is like the ball rolling a little bit down in the hill. The end goal is to have the smallest possible loss, like finding the lowest elevation point of the hill. However, consider figure 2.4. You will notice that, though both balls follow the greatest downward slope from their starting points, the blue ball on the right ends up at a significantly lower elevation than the red ball on the left. Thought they are out of the scope of this thesis, there are modifications to the gradient descent algorithm that attempt to avoid this issue, including stochastic gradient descent and mini-batch gradient descent.

### 2.4. Backpropagation

Consider the neural network in figure 2.5. Given that each arrow has a weight (other than those labeled unweighted), if we were to try to train this network by hand
using gradient descent then we would have to calculate the value $\frac{dL}{dw}$ for each arrow in the network. Given the number of weights in this network, it would take us a very long time to do so by hand. Once networks get to a certain size (potentially millions of weights) calculating each derivative individually can take too long to calculate, even for a computer. For this reason, we use a system called backpropogation to speed up the process. Simply put, backpropogation uses a few mathematical tricks to cut down on the number of computations necessary for gradient descent.

Consider figure 2.6, a slightly modified version of the network in figure 2.3. Say that for this network, loss is $L = (\hat{Z} - z)^2$, where $\hat{Z}$ is the true solution given the inputs. To update one weight, say $w_1$, we need to find $\frac{dL}{dw_1}$ where

$$
\frac{dL}{dw_1} = \frac{d}{dw_1} \left( (\hat{Z} - (w_4y_1 - w_5y_2))^2 \right)
= \frac{d}{dw_1} \left( (\hat{Z} - (w_4(w_1a + w_2b) - w_5(w_3c)))^2 \right)
$$
Alternatively, we can use the chain rule, which states that $\frac{ds}{dt} = \frac{da}{dt} \times \frac{ds}{da}$. To describe this in words: the change in $s$ caused by a change in $t$ can also be described as the change in $a$ caused by a change in $t$ times the change in $s$ caused by a change in $a$.

If we use the chain rule to solve for $\frac{dL}{dw_1}$ we get the following

$$\frac{dL}{dw_1} = \frac{dy_1}{dw_1} \times \frac{dL}{dy_1} = \frac{dy_1}{dw_1} \times \frac{dz}{dy_1} \times \frac{dL}{dz}$$

Similarly,

$$\frac{dL}{dw_2} = \frac{dy_1}{dw_2} \times \frac{dL}{dy_1} = \frac{dy_1}{dw_2} \times \frac{dz}{dy_1} \times \frac{dL}{dz}$$

We can use the same process to find $\frac{dL}{dw_3}$,

$$\frac{dL}{dw_3} = \frac{dy_2}{dw_3} \times \frac{dL}{dy_2} = \frac{dy_2}{dw_3} \times \frac{dz}{dy_2} \times \frac{dL}{dz}$$

Following this pattern on the next layer, we can apply the same logic to $w_4$ and $w_5$.

$$\frac{dL}{dw_4} = \frac{dz}{dw_4} \times \frac{dL}{dz}$$

$$\frac{dL}{dw_5} = \frac{dz}{dw_5} \times \frac{dL}{dz}$$

Notice that all of these equations contain the term $\frac{dz}{dy_1}$, and $\frac{dL}{dw_1}$ and $\frac{dL}{dw_2}$ both contain $\frac{ds}{dy_1}$. 
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Figure 2.7. A single step in a convolution. The three blue squares on the left represent the input, while the yellow square on the right represents the output. The grid on the left squares is the area of the convolution, where each small square has a weight. The sum of the dot products of each of these weights and the values they cover is placed in the marked location of the output.

Therefore, consider that if we first solve for the value containing the last layer of the network, that is, $\frac{dL}{dz}$, then we can store that value and use it later while calculating the other derivatives we calculate for gradient descent. Furthermore, if we go in the exact opposite direction of the feed-forward network, starting from the last layer, then the second to last, etc. then we can avoid a large percentage of the total calculations we would have otherwise had to do.

Backpropogation is this process of first calculating the values for the last layers of the network and moving in opposite order while computing derivatives.

2.5. Convolution

Convolutional neural networks are a modification on the standard structure of neural networks that has already been discussed. Consider that in the previous discussion, neurons take some numeric input, run some function on that input, and then output a numeric value. This process lends itself well to finding functions or distributions. Convolution is formed such that it lends itself well for image processing.
Consider figure 2.7. The black grid on the stack of thee blue squares on the left represents a convolutional filter on a starting image. There are three squares representing the image because most images have three channels (for example RGB or Lab). Each small square in the grid contains a weight that is multiplied by the pixel value that it covers. Figure 2.7 therefore shows a filter with 27 weights. Similarly to before, each pixel of the image covered by the filter is multiplied by the weight in that spot of the filter. All of these values are then summed. Like in a normal neural network, a function is then applied to this sum and the resulting value is placed in the corresponding spot in a new matrix. This can also be described by the following equation.

\[
Output = \sum_{l=A}^{C} \sum_{x=1}^{9} W_{lx} l_x
\]

Where \( l \) is some layer of the input and \( x \) is some pixel currently within range of the filter. \( x \) has a maximum of nine because we are assuming a 3 by 3 pixel filter in this case, but that size is variable.

You will notice that the output of the convolution in figure 2.7 is smaller than the input. This is because each output pixel is the result of the filter covering a larger area of the input (in this case 3 by 3). The filter shifts over one pixel to produce the next pixel in the output, but because it cannot go beyond the edges of the input, the output becomes smaller. To avoid this issue, inputs are often padded, that is, surrounded, with either zeros or repeats of the values at the edge of the input. This allows the filter to go beyond the edge of the input, producing an output the same size as the input.
2.6. Image Quality Metrics

There are a number of metrics used to test image quality. While most are outside of the scope of this thesis, there are three relevant metrics: mean squared error (MSE), peak-signal-to-noise ratio (PSNR), and PSNR-HVS-M.

All of these metrics produce a score giving the similarity between an original image and a modified version of the image. They are often used to see how well a compression technique works.

MSE, as its name implies, simply finds the average squared difference between corresponding pixels over an image. It is defined

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2$$

where there are $n$ pixels in an image, $\hat{Y}_i$ is the modified image, and $Y_i$ is the original image. Thus, the intent is to minimize MSE.

Though MSE is simple and makes intuitive sense, it is not optimized for images. Thus, PSNR is more often used as a metric of image quality, as it was created to be one. For this reason as well, we will not be reporting MSE in this thesis. PSNR is, however, defined using MSE:

$$PSNR = 20 \times \log_{10}(\frac{MAX_I}{MSE}) - 10 \times \log_{10}(MSE)$$

where $MAX_I$ is the maximum possible pixel value of the image. Notice that we are subtracting the MSE, so we want to maximize PSNR.

After the creation of PSNR, a few improvements were made. The first, PSNR-HVS, modified PSNR to take into account human visual system (HVS) properties [5]. This was taken a step further with PSNR-HVS-M, which also takes into account visual masking, and was found to be significantly more accurate than PSNR [20].
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![Image of apple variations](image)

**Figure 2.8.** An original image of an apple, the same image with color removed, and two recolors.

<table>
<thead>
<tr>
<th>Table 1. PSNR and PSNR-HVSM of figure 2.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
</tr>
<tr>
<td>Original Image</td>
</tr>
<tr>
<td>Color Removed</td>
</tr>
<tr>
<td>Recolor 1</td>
</tr>
<tr>
<td>Recolor 2</td>
</tr>
</tbody>
</table>

2.7. Color Hallucination

Consider that, even to humans, coloring a black and white image doesn’t have only one correct answer. An apple in a gray-scale image, for example, could have originally been red, yellow, or green. Any of these options would have made sense given that we know it is an apple, but only one is technically true according to the reality of what color the apple was.

When color is hallucinated, we are using this exact idea. The true color of the object we are trying to colorize doesn’t matter so much as whether the colorization makes sense.

It is important to note that when color is hallucinated, metrics such as PSNR, and PSNR-HVS-M don’t quite make sense. These metrics take color into account when finding the difference between two images. Consider figure 2.8. In this case,
both of the recolors as well as the original colorization of the apple are all reasonable and acceptable colorizations of the black and white image. However, when we find the PSNR and PSNR-HVS-M of all versions of the image, as compared to the original image, only the original colorization gets a good score, as shown in table 1.
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Background

3.1. General Background

There are many papers investigating automatic image colorization. Early attempts required user input to gain a general direction for the colorization [13] [7]. There are also more recent methods that similarly take user input of color patches or pixels [26], but the general trend has moved away from this concept.

Later techniques used other, user-provided related images as a basis for colorization of a new image [4] [17] [9] [24] [21], avoiding the need for users to provide color suggestions directly on the image to be colorized. User input was further reduced when techniques were suggested to find these reference images either through a web search or by providing their own set of general reference images [14] [2] [3].

More recently, there has been a push into using neural networks to colorize images without any user input [25] [12] [8] [1] [11].

This includes systems that use more than one network [12] [8], as well as those that are a singular system across the board [25] [1] [11].

Of those systems that use multiple networks, some extract information from the weights of one network and use that information to colorize. For example [12], where images are classified using a standard VGG-16 network [22] and hypercolumns from the VGG network are used as the input data for a colorization network. A hypercolumn here being a tensor containing the values found for a single pixel across all layers of a convolutional neural net. There are also systems that use multiple networks in
order to extract different data, such as [8], where there are separate networks for extracting low, mid, and high level data.

Of those systems that are a single network, there are many that use CNNs, such as [25] [1], however there are systems which use other structures, such as [11], which uses cGANs.

3.2. Colorful Image Colorization

One specific approach for image colorization [25] is used as the basis for this thesis. This specific system takes images using the Lab model for their color space as input and output. The greyscale input is simply the one (L) channel of the image, with the neural network trying to hallucinate the other two (a and b) channels based on that input.

The overall structure of this network is fully convolutional. That is, it contains only convolutional and batch normalization layers. Figure 3.1 shows the general structure of the network as provided in [25].

While this seems to imply that there are eight convolutional layers in the structure, with the blue box representing some kind of different layer type, the true architecture is a bit more complicated. Each ”conv” layer in the depicted architecture is, in reality,
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Figure 3.2. (a) Quantized ab color space with a grid size of 10. A total of 313 ab pairs are in gamut. (b) Empirical probability distribution of ab values, shown in log scale. (c) Empirical probability distribution of ab values, conditioned on L, shown in log scale. Credit [25]

either two or three convolutional layers followed by a batch normalization layer. The final layer, shown in blue in figure 3.1 is a 1x1 convolutional layer.

In this system, colorization is being treated as a classification task. Where every pixel of the image is being classified to a color [25]. Therefore, there must be a set of classes that the pixels can get classified to.

If we take the entire space of possible colors in the Lab model and flatten it such that we can see every possible (a, b) pair across all values of L, then we will get approximately the shape shown in figure 3.2. In order to get a set of discrete classes, this space is tiled with 10x10 squares, and each is treated as a potential (a,b) pair. By using this quantization we end up with a set, Q, of 313 possible (a,b) pairs.

Note that calculating a loss value in classification relies on being able to compare the probability distribution the neural network gives for a specific input to the true distribution. However, in this case, we are quantizing the output possibilities yet the true color value for any given pixel is not necessarily one of these 313 chosen value pairs in Q.
We therefore need to translate the true color value into a "ground truth" that uses the quantized color values. To do this, when producing the ground truth used in the loss, the 5 closest pairs in $Q$ are found. The values for each of these pairs is determined by a Gaussian distribution, with standard deviation of 5.

While training, this network uses the following loss function:

$$L_{cl}(\hat{Z}, Z) = -\sum_{h,w} v(Z_{h,w}) \sum_{q} Z_{h,w,q} \log(\hat{Z}_{h,w,q})$$

Where $\hat{Z}$ is the prediction of the network, and $Z$ is the calculated "ground truth" mentioned earlier. A pixel is defined by its height $h$ and width $w$, and $q \in Q$. Also note that:

$$v(Z_{h,w}) = w_{q^*}$$

$$q^* = \arg\max(q(Z_{h,w}))$$

$$w = \left( .5p^* + .5 \cdot \frac{313}{313} \right)^{-1}$$

$v(Z_{h,w})$ finds the weighting factor for the most highly predicted $(a,b)$ pair for that pixel, where the weighting factor is related to a distribution $p^*$. $p^*$ is, in turn, a smoothed distribution of the probabilities of each $(a,b)$ pair appearing over a set of images. That is to say, the frequency with which each $(a,b)$ pair appears over a set of images, also known as the prior probabilities for that set of images.

An interesting method is additionally used when producing the outputs that are compared to the ground truth values and used in this loss function. Rather than simply selecting the mean or mode of the distribution to find the $(a,b)$ value for a pixel, as is common in networks such as this one, the annealed-mean is used.
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Figure 3.3. The effect of temperature parameter $T$ on the annealed-mean output. The left-most images show the means of the predicted color distributions and the right-most show the modes. $T = 0.38$ is used in this system. Credit [25]

The annealed-mean is defined as

$$H(Z_{h,w}) = \mathbb{E}[f_T(Z_{h,w})]$$

$$f_T(z) = \frac{\exp(\log(z)/T)}{\sum_q \exp(\log(z_q)/T)}$$

Essentially, distribution is modified before the average is taken. The distribution is left unchanged when $T = 1$, and the distribution simply chooses the mode when $T \to 0$. In other words, the peaks of the distribution become more pronounced as $T$ decreases from 1 to 0. In this model, $T = 0.38$.

As shown in figure 3.3, when using the mean ($T = 1$) of the distribution to produce the output colors for an image, the colors tend to be a bit dull and washed out. If we consider that the final distribution for a pixel likely has a small probability for every value in $Q$, a simple average of all of these values is likely to shift towards brown. At the other extreme, when using the mode ($T = 0$), there is potential for a gradual shift.
between one color and other. This has the potential to output colorizations with odd spots of sharp color changes, as shown in the rightmost column of figure 3.3.
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Methods and Results

4.1. Using a Smaller Dataset

In [25], one argument given for why the system works so well is the dataset they use for training; millions of images from ImageNet. However, the ImageNet training set includes hundreds of different objects and images of many different sizes. It seems reasonable that by restricting the range of objects and sizes of the images we use in training, we can train an equally effective network with fewer images. To this end, we used a set of 7985 images of flowers for training, all of the same size. A similar but distinct set of 204 flower images was used as a test set.

To gain a baseline, we can see how well the network trained on the ImageNet images colorizes a few random images, as well as the images from the flower test set. As we can see in figure 4.1, while the original network does best on landscape images, it does fairly well on all the images shown. The third row of images in figure 4.2 shows a selection of test images from the flowers test set of size 64x64 colored using only information from the ImageNet dataset. These images come out fairly uniformly green. It is likely that, though there are some images of flowers in the ImageNet dataset, there are not enough to make a significant change in the network weights. It is also likely that, since the network was trained on mostly images of a larger size, any flowers of a similar size were simply blended into the background of the image, which in most cases would be green grass.
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Figure 4.1. Row 1: original gray-scale images. Row 2: recolored images using ImageNet training. Row 3: recolored images using Flowers training.

Figure 4.2. Row 1: original full-color images. Row 2: original images shown in gray-scale, as they were passed as input to the network. Row 3: images recolored images using ImageNet training. Row 4: images recolored using Flowers training.
We can compare both of these tests to images colorized by a network trained only on 64x64 images of flowers, as shown in figures 4.1 and 4.2. In the larger images in figure 4.1, it is clear that the flower-trained network had some trouble. Overall, the images are red tinted, with splashes of yellow and green, and small areas of blue. This is possibly also due to the size differences. The network trained on flower images wouldn’t be used to large areas blue or green as the sky or grass in the background would take up very few pixels comparatively, given the image size. On the flower images, shown in the last row of figure 4.2, we can see that this new network uses brighter colors than the ImageNet-trained network. Furthermore, the variety of colors within each image is much higher in the flowers-trained network, and the network is able to detect the edges between the flower petals and the background of the image, unlike the original network.

4.2. Fine Tuning vs. Training from Scratch

We have established that the ImageNet network is unable to effectively color the flower images we are focusing on. However, consider that there could be some underlying shared information between the sets of images. On one hand this could include low-level information, such as edge detection, but it could also simply be that the final weights of the ImageNet network are closer to the ideal weights that will solve our problem than randomly selected starting weights. Therefore if we train using the ImageNet weights as our starting weights, we may get output as accurate as training from scratch, but with fewer steps of training. This process is called fine tuning.

The fourth row of figure 4.3 shows the output of a network using this technique. You may notice that the consistency of colors in the fine-tuned network is poor. In the first column, for example, the petals of the flower fluctuate between pink and green.
It is interesting to note that when the network trained only on the ImageNet images was used to colorize these images of flowers, the output was more or less uniformly green, as shown in figure 4.2. This output shows the opposite problem.

A possibility for why this happened is that in the ImageNet images the colors that are shown in the same images here are often found near each other. For example, perhaps pink is often seen near green. Another possibility is that, given the different image sizes used in the ImageNet training and this training, the potentially shared information is made irrelevant, meaning that there may be a larger numerical difference between where the weights start and the weights that minimize loss. In other words, the network may simply need to train longer to get a comparable result to when we trained from scratch.
4.3. Changing Image Size

As mentioned previously, the initial use of this network was for images in ImageNet, which are generally larger images than those that we have been using to train thus far. It is perhaps possible that the network will work better on larger images for training and testing. Figure 4.4 shows 128 by 128 pixel images of flowers recolored by the network trained on images of the same size. Though the images are clearly of a higher quality, there are clear points at which the network fails to maintain a consistent color across one object in the image. Most noticeably, some flowers have petals that start one color, yet change to a different color at another point in the image. However, there are also some cases where the larger images are colorized
more consistently than their smaller counterparts. Given this evidence, it seems to be unclear if it is better to use one image size over the other.

We know that the measures of PSNR and PSNR-HVSM are largely irrelevant in this case, as we are trying to hallucinate color rather than reproduce the original images. However, when we compare these measures for the two sets, as shown in table 1 we find that they are fairly close. Though the larger images do have marginally better measures, they are close enough that it doesn’t seem worth the extra training time to use larger images in our experiments.

4.4. Changing Priors

As mentioned in section 3.2, this network uses prior probabilities while calculating loss, giving more weight to less common colors. As reported in [25], this is to avoid sepia-toned images.

Up until this point we have used the priors as they were calculated from the ImageNet set, but the ratio of each colors appearance may be different in our smaller dataset. The output may therefore be affected by changing the prior probabilities given to the network to probabilities corresponding to the training set of flower images. As shown in figure 4.5, when we use the new prior values the output is oddly washed out and green. There are two potential reasons for this.

Given that the output is so drastically different, it is clear that the probability distribution for the priors has changed. Intuitively, consider that the prior distribution for the ImageNet images covers a huge range of images and subjects, thus it is likely that the distribution produced from this image set is somewhat close to that of the true distribution. Rather, the distribution is close to what a human eye might see in day to day life. It may be that this system, roughly based on the human eye and mind, works best given information close to that of what the human eye might see.
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Figure 4.5. Row 1: original images. Row 2: original images in grayscale. Row 3: images recolored using a network trained with priors based on ImageNet. Row 4: images recolored using a network trained using priors based on Flowers dataset.

On a more mathematical note, it is likely that the prior probabilities based off of the flower images has a higher probability for common colors we see in flowers (e.g. red, yellow), and a lower probability for background colors (i.e. green), given that most of these images are taken very close to the flowers themselves. Consider that, given how prior probabilities affect the loss, this would boost the amount of green we see in the output.

Consider again the equation used for loss, as shown in section 3.2. In this function, $v(Z_{h,w})$ is large when the ground truth of the current pixel is an uncommon color for that pixel, and small when it guesses a common color. Therefore, pixels with common colors will cause a relatively small change in the loss while pixels with uncommon colors will cause a large change in the loss. In this case, however, green has become the uncommon color, while red and yellow are very common. This would cause pixels containing the ”common” reds and yellows in the petals of the flowers to have only a small effect on the loss, while the background green pixels will have a larger effect on
the loss. In order to minimize loss, then, green becomes a color guessed more often by the network.

4.5. Adding Additional Color Information

Everything we’ve done so far has been producing plausible colorizations given a grayscale image. However, if this system is able to successfully colorize an image, given some specific guidance on correct vs. plausible colors, it may be able to reproduce a colorization closer to that of the original image. Much like what was done in [1]. With this intention, we modified the network to take input including both a full quality L channel and sixteen color values from severely down sampled a and b channels.

We retrained the network using this new input. First, the a and b values were given to the network on a scale of -110 to 110, the common scale used when rgb values
are translated to Lab. Then, the a and b values were given on a scale of -50 to 50, the same scale as the one used for the L channel.

As we can see in figure 4.6, both of these cases came out fairly off-colored from the original image. This is clearly reflected in the PSNR for each of these tests. If we simply downsample the a and b channels of the image to a four by four pixel square, and then overlay these values over the image, we get the result shown in the second row of figure 4.6, with an average PSNR of 38.3 and PSNR-HVSM of 35.3. When we use the trained network with input values between -110 and 110, we get an average PSNR of 33.3 and PSNR-HVSM of 29.6. When we again retrain, using input values between -50 and 50, the average PSNR is 31 and PSNR-HVSM is 27.26. As would be expected given the outputs we see, the PSNR is lower for our recolors than for the simple downsample baseline.

It is unclear why using a different range of values when giving the inputs causes such a drastic change in color. It may simply be that, given the different starting points when these networks were trained, they found different local minimums through training.

The reason for them being off-colored is, however, much more straightforward. Consider that, by adding the downsampled color channels to the input of the network, we are essentially giving the network an additional set of priors for each image. It is likely that the discoloration we see in our outputs is due to the different prior values working against each other, particularly because of their aforementioned use of the prior probabilities in the loss function.

4.6. Removing Dual Priors

Given that the previous tests resulted in an odd color-shift, likely due to competition between the multiple priors given to the network (i.e. the prior probabilities
Figure 4.7. Row 1: original images. Row 2: full quality L channel with downsampled color channel - used as a baseline. Row 3: images recolored using network trained with L channel and 16 color value inputs and uniform prior probabilities. Row 4: images recolored using network trained with L channel and 16 color value inputs and prior probabilities based on the Flower dataset.

Table 2. Average PSNR and PSNR-HVSM For Networks Trained on Different Priors

<table>
<thead>
<tr>
<th>Prior Type</th>
<th>PSNR</th>
<th>PSNR-HVSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trained Using ImageNet Priors*</td>
<td>31.0</td>
<td>27.3</td>
</tr>
<tr>
<td>Trained Using Uniform Priors</td>
<td>31.7</td>
<td>30.0</td>
</tr>
<tr>
<td>Trained Using Flower Priors</td>
<td>31.7</td>
<td>27.9</td>
</tr>
<tr>
<td>No Color Values in Input</td>
<td>31.1</td>
<td>27.4</td>
</tr>
</tbody>
</table>

*input color values have range -50 to 50

and the 16 color values in the input), it would make sense to then remove the prior probabilities causing changes to the loss function.

To this end, we set the prior probabilities to a uniform distribution. This removes the effect of the weighting in the loss, leaving it as simply cross entropy loss. As we can see in figure 4.7, the output images seem to be much closer in color to the original images, though color seems to bleed beyond edges quite a lot.
The prior probabilities were also set to reflect the set of flower images, producing the output on the fourth line of figure 4.7. The color does not seem to be overly affected by this change.

It is likely that the reason for both the bleeding of color and the seemingly unchanged color between the training with uniform priors and flower priors is simply because the color values given as part of the input are such a strong prior that the network has trouble training away from them. We also notice that, before the priors were changed (in figure 4.6), the color bleeding is still present, though a different color.

This is also evident in that the PSNR does not change significantly when we change the priors (see table 2).
CHAPTER 5

Discussion

In this study, the effects of different priors on a well known colorization network were investigated. First, we established a baseline for the network on a different set of images. We then established the best strategy for training, and investigated the effects of several common training strategies on our results. Additionally, we investigated the effect of different priors on our output, changing both the priors and the form in which they are given to the network.

We found that the values of the prior probabilities had a great effect on the output, as expected of the network. When using priors such that one set of priors is used to affect all images, as opposed to priors only relevant to a single image, it appears best to use priors that mimic those of the human eye, regardless of our training set. Additionally, it is best not to use multiple types of priors in a single instance of training. It also seems that providing image-specific priors to the network creates too strong of a bias towards the given information, so the network is unable to improve upon the given input.

It would be interesting to investigate the output given a heavier downsampling of the color channels when the color data is given in the input. Additionally, it would be best to repeat each of these experiments, particularly the two using both sets of priors, to see how strongly the results are due to a bad starting point for the weights.
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Appendix

Input and Output for Network Trained on 64x64 Flower Images